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Course Information

Course Description:
This course is about Information Theory that is theoretical basis of Information and Communication Technologies.

Information Theory explains many key aspects of communication and data processing. The Theory considers the

concepts of entropy, information, optimal coding methods, noise immunity coding techniques and signal models . Lately
Information Theory successfully applied in tasks of machine learning and artificial intelligence.

The focus of this course is to explain the fundamental concepts of Information Theory and to illustrate their
applications. The course provides some techniques for prototyping a software based on linear algebra and Information
Theory. During the course students obtain the theoretical knowledge and practical skills in development of such type of
software.

Course Objectives:
r Concept and types of information systems
. The concept ofcontrol as a science
o The concept of entropy, information and assessment methods
r Methods for quantitative assessment of information
o Theoretical and practical aspects ofoptimal (efficient) encoding
o Theoretical and practical aspects of noise immunity coding
r Models of signdls, data transfer systems, modulation and demodulations, signal sampling
. Application of the theory of noise immunity coding in data processing systems

At the end ofthe semester, students are expected to be able to
o Understand what is an entropy and an information,
o Understand efficient coding methods,
r Understand noise immunity coding techniques
r Understand mathematical models of signals
r ldentify when and why a certain methods of the signals and data processing should be used

Learning outcomes
I. Produce

Software for data processing based on lnformation Theory
II. Use

Information Theory methods to solve practical problems (coding, cryptography, data processing)
Ill. Knowledgeably Discuss

The basic concepts of data transmission, methods and algorithms of efficient coding, methods of noise

immunity coding, models of signals, applications of information theory

Time and place of'Classes Contact InJormation
Td: e-mail:

Professor According
to the schedule

According
to the schedule

8707 684 4370 ravil.m u hamedyev@gmail.com



Prerequisites:
oBasicknowledgeofProgramming'Probability,AlgorithmsandDataStructure,Mathematics
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w Topic TJ Labs HI Practice
Signals, data, methods and information. Dialectical
unity of data and methods in the information process,
Information and Control.

I Probability 2

2 Information theory. Data transmission systems.
Applications. Entropy. Examples. Properties of entropy.

I Entropy 2

3 Some reminders of linear algebr4 Python, and Octave \
Matlab. Diversity of information and information
systems

I Task_L03-
Linear algebra in
numpy&Python

2

n Python tools for data science'. Natural language
redundancy. Some examples of entropy calculation
Readine files. etc.

I Task_LO4-
Linear algebra in
numpy&Python2

2

5 Axcnovrr 3HTpon H 14 r.r u utpoprrlaur.l.r. Teopelra
KoaHpoBaH hr Hcroq H r,r Ko B. Koa LLIeu Hosa-cDauo

I ML_Ang_labO1.
l_Python Basics
with Numov

2

6 Huffman algorithm. I Task07_Huffrna
nAlsorithm.docx

z

7 Example of programming. Project part I I 2

8 Mutual and conditional information. Conditional
entropf. Joint entropy. Application: naive Bayes
classlller"

I ML_lab04_Naiv
eBayesClassifier

2

Midterm l mt ti ouestions.doc
Binary symmetric Channel. General principles of
redundancy. Noise immunity coding. Hamming codes.

I Project. Pa rt02.
Huffman aleorithm

2

10 Noise immunity coding. Polinomial representation I Project. Pa rto3.
Decode back into
text

2

ll Noise immunity coding .Cyclic codes I Project.Part04.
Hammine code

2

t2 Transmission channels and connection lines. Analog and
digital signals. Analog-to-di gital
conversion.Determ ination of sampl ing fiequency.
Kotelnikov-Nyquist theorem. Quantization and
companding. Modulation-demodulation, Spectre of
sisrrals.

I

Project. Pa rto5.
Add errors

2

l3 Application:marimum-entropy classifi cation (MaxEnt)
or the log-linear classifier

I Project.Part06. Fix

errors and decode
Hammins code.

z

t4 Application: Clustering using Hamming distance,

ARTI-
I Logistic

regression
(ML_lab03_logis
tic resression)

2

15 Final review I 2

15 JU

LABORATO

' numpy, Reading files, counting characters
2 Lectures_.1 _4_tasks_key.doc
'Module4 

- -

o AR.I.t - anropHTM noncKa c Mr,rHr,rMu3auueft XeMMr4HroBoFo paccrorHut

KY WOKKS. I ASKS tor teachers supervtsed lndependent study of students ( I SIS)

Week Tasks Cost (in Proiect Cost (in



points) points)

t
z Taskl 1

3 Task2-Entropv 1

4 I asKS-Entroovz 3

5
Task4-Applying of linear
alsebra 2 Project.PartOl

6 Task6-5hannon-Fano Algorithm 2 6

7 TaskT-HuffmanAlgorithm 2 EntropV in classification. Losistic reqression

Midterm tasks 4
R 3 Project.Part02. Huffman aleorithm 6

9 Task8-Conditional Entroov

10 2 Project.Part03. Decode back into text 8

1I Proiect.Part04. Hammins code 8

t2 Proiect.Part05. Add errors 6

13 Project.Part06. Fix errors and decode Hamming code. 6

't_4

Logistic regression (M L_lab03_logistic
regression)

15

ASI(S tor student's i tst SIS
Week SIS:!..: Cost (in Doints)

3
2 3

3 3

4 3

5 8

COURSE ASSESSMENT PARAMETERS

l;. 
l

- 
Final

S€SF: $
Attendance /partici pation

5Yo

Laboratory works: Tasks & Pro.ject 5lYo
Midterm 4Yo

Final exam 400

Total 1000h

No
^,;-;.", 

criteria

lltr**s

I ,)
4 f, 6 8 9 10 1l t2 t3 l4 15 l6-17

Attendance / participation {. *< * * 5%
2. Laboratorv works * * t( * l5Yo
3. SIS 12%
4. TSIS * 8%

Mid-term test 20%
6. Final examination 40%

Total 1000



Lectures are conducted in the form of supervising of SIS on understanding of theory of given course, that is why
students supplied with handouts uploaded into the intranet. Activity on lectures is required and is one of the constituent
of final score. Mandatory requirement is preparation to each lesson.

Laboratories are organized in the form ofresearch using special equipment. The preparation to the laboratories is
provided in the form of solving of typical problems according to the lectures topics, which within experiments with
laboratory equipment is one of the most important tools of understanding of modeling and simulation.
Grading policy:

Intermediate attestations (on Stn and l5h week) jointopics of all lectures, laboratories, SIS-I, II, TSIS and materials
for reading discussed to the time of attestation. Maximum number of points within attendance, activity, SIS, TSIS and
laboratories for each attestation is 40 points.

Final exam joins and generalizes all course materials, is conducted in the complex form with quiz and problem.
Final exam duration is 100 min. Maximum number of points is 40. At the end of the semester you receive overall total
grade (summarized index of your work during semester) according to conventional SU grade scale.

ACADEMIC POLICY

Associate professor of Computer Students are required:
r to be respectful to the teacher aqd other students;
. to switch offmobile phones during classes;
. net to cheat. Plagiarized papers shall not be graded;
. to meet the deadlines;
. to come to classes prepared and actively participate in classroom work;
. to enter the room before the teacher starts the lesson;
. to attend all classes. No make-up tests are allowed unless there is a valid reason for missing them;
o to follow academic policy regarding W, AW, I, F grades.

Students are encouraged to
o consult the teacher on any issues related to the course;
r make up within a week's time for the works undone for a valid reason without any grade deductions;
e make any proposals on improvement of the academic process;
o track down their continuous rating throuehout the semester.
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